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. YKaxuTe IIPUYUHBI OIINOOK CEIrMCHTAalWM ITPU HAJTMYHUH ciaboro KOHTpacCTa MCKAY 00BEKTOM U
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Bonpoce! 111 HTOroBoi KOHTPOJIbHOM PadoThI Mo npeamMery “CHucTeMbl pacliO3HABAHUSA
o0pa3oB”

OOBsicHHTE, U3 KAKUX ATAIIOB COCTOMT MOJIHBIN LIUKII pAaCO3HABAHMS 00pa30B U KaKyIO pOJb
UTpaeT Ka)<IbI1 JTaIl.

[lepeuncnante OCHOBHBIE TUIIBI IPU3HAKOB M300pKEHUHN U YKAKUTE, IS KAKUX 3a/1a4 KX IbIi
Ttun Haubosee 3P PexkTuBeH.

VYKa)XuTe pazandus MeX1y II100aJIbHBIMH U JIOKAIBHBIMUA IPU3HAKAMU TIPH aHAIIN3E
n300pakeHUH.

OnummTe orpaHuvYeHuUs IOPOTOBOW CETMEHTAIIUH NP paboTe ¢ HEPABHOMEPHBIM OCBEIICHUEM.
Ha3zoBuTe npu4MHbI OSIBIEHUS IIYMOB Ha U300paKEHUH U METOJIbl UX YCTPAHEHUS Mepes
BBIJICJICHUEM IIPU3HAKOB.

[IpuBenuTe aNropuT™ BBIYUCICHHS IPAAMEHTa U300paXKEHUS U YKAXKUTE €ro IpUMEHEHHE B
BBIJICJICHUY KOHTYPOB.

Cpasuure onepatop Cobens u oneparop KoaHHM 110 kauecTBy 0OHApYKEHHs IPAHMUIL.
[lepeuncnure OCHOBHbIE T€OMETPUUECKHE TPU3HAKKA O0BEKTA U MOSCHUTE UX Ha3HAUYEHUE.
OOBscHUTE, KaK PaCCUNUTHIBACTCS LIEHTP Macc 00bEeKTa Ha OMHAPHOM U300PAKEHUH.

. Ilepeuncnure MoMeHThI Xy U YKaKUTE, [I0YEMY OHHU YCTOMYMBBI K MAaCIITAOMPOBAHUIO U

IOBOPOTY.
OOBsICHUTE OTIMYHE TUTOMIAIM 00BEKTa OT IOy ero bounding-box.

dhoHOM.

[Tpusenure stamnsl pabotel SIFT 0T Hax0XI€HHS KIIFOYEBBIX TOUYEK 10 (GOPMUPOBAHUS
JECKPUIITOPA.

VYkaxute omnuue noucka skerpemyMoB B DOG ot noucka B LOG.

[lepeuncnure npuunnel ycroiunBocty SIFT k MaciTaOHBIM U3MEHEHUSIM 00bEKTA.
Cpasnute SIFT u SURF 1o ckopocTH 1 BEIYUCIUTEIBLHOM CI0KHOCTH.

[lepeuncnure maru nocrpoenus aeckpunropa SURF.

VYkaxure NpeuMyIIecTBa UCIOIb30BaHNUs HHTErpaibHbIX n300paxenuil B SURF.
[lepeuncnure ocHoBHbIe maru aaropurma HOG.

O6mbsacuHute cmbich kietok (cells) u 6mokoB (blocks) B HOG.

OnumuMre THOMYHBIE OIMIMOKH TOCTPOEHUsI TUCTOrpaMM rpaauentoB B HOG.

Hazosure curyauuu, rae HOG ucnonssyercs spdexrunnee SIFT.

Onumure Ha3HaYeHHE HIKATUPOBAHUS rpasneHToB npu popmuposannu HOG-npusHakoBs.
VYkaxurte, koraa ncnoss3osanne HOG He 1aét Xopomux pe3yabTaToB.

Ilepeuncnure ornuumst npuzHakoB SIFT/HOG oT npocThIX reoOMETpUYECKUX TPU3HAKOB.
OOBsicHUTE CMBICI IPOCTPAHCTBA MPU3HAKOB B 3a/1a4ax Kiaccupukanuu.

VYkakuTe NpUYMHbBI BBICOKOI KOPPESLUU MPU3HAKOB U CIIOCOOBI €€ YCTpaHEHUSI.
Ilepeuncnure METOBI YMEHBIIEHNS PAa3MEPHOCTH NPOCTPAHCTBA PU3HAKOB.
OO6bscHUTE TPUHIUT (OPMUPOBAHNS MHOTOMEPHOTO MPU3HAKOBOI'O BEKTOPA.

VYKaxkuTe MOoCieCTBUS HEMPaBUILHOTO BEIOOpA MPU3HAKOB MPH KJIaCCU(PUKALIUY.
O06mbsacHuTe posib 00yyaroel BbIOOpKH B supervised learning.

[Tepeuncnure mpeumytiectsa supervised learning Hax unsupervised learning.

VYKakuTe paznuuusi MeXAy IpoleccaMu 00ydeHHs U TECTUPOBaHUS B Kjaccu(ukaTope.
OOBpsicHUTE Ha3HAYCHHE BATUJAIIMOHHON BBIOOPKH.

VYkakuTe Npu4IvHbI IepeoOydeHuss MoJIe Ha 00ydJaroluX JaHHBIX.

Ha3zoute MeTob1 00ps0ObI ¢ IepeoOyyeHreM B paclio3HaBaHUHM 00pa30B.

VYkaxxure KIH0YEBOE MPEANOIOKEHNE HauBHOrO baiieca.

OOBsicHUTE BIMSIHUE YCIOBHON HE3aBUCUMOCTH MPU3HAKOB Ha TOYHOCThH Kilaccudukaropa.
[Tepeunciute STaIbl BEIYUCICHUS allOCTEPHOPHON BEPOATHOCTH B baiiecoBCKO# Kiaccudukaium.
VYxkaxute paznuuns mexay MAP u ML ouenkamu.

OOBsicHUTE CMBICII KOBApUAL[MOHHON MAaTPHIIbI B BEPOSATHOCTHBIX MOJIEIISX.
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VYKaxuTe cirydau, Korja HOpMaJIbHOE pacpeesIeHue IPU3HAKOB HE MTOAXOIUT.
OOBsicHUTE Pa3HUILY MEXIY JUArOHAIBHOM U MOJHOM KOBapUAMOHHONW MATPHUIICH.

HazoBute daktopsl, Biustomue Ha GopMy pa3aensroniei moBepxHoctu B baliecoBckoi

KJaccuukanuu.
[Tepeunciute 3TaIbl OLEHKY [IPABIONO00MUS Kilacca B MapaMeTPHUYECKOM MOJICITH.

VYkaxure, IpH KaKUX YCIOBUSAX JIMHEHHBIN KinaccudukaTop baiieca naét TouHbIE pe3yabTaThl.

OOBsICHUTE CMBICIT MATPHUIIBI OIMTUOOK KJIacCU(DUKAIUH.
[Tepeuncnute OCHOBHBIE METPUKHU KaueCcTBa KiIacCU(DUKAIIHH.
YKaKuTe BIMSHAC HeCOATaHCHPOBAHHBIX KJIACCOB HA PE3YJIbTAT KIACCH(PUKAIUH.

OOBsicHHTE, KaK HOpMaJIH3alys IPU3HAKOB BiuseT Ha baiiecoBckuii KinaccupukaTop.

. Ilepedncnure oTINYMsI HemapaMeTPUUECKUX METOAOB KIacCU(UKALUK OT apaMeTPUUECKUX.
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O0mwscaute, mouemy KNN cHIbHO 3aBUCHT OT BBIOOpA METPUKH PACCTOSHUS.
Ykaxwute npeumytiectBa KNN mpu ciioxHbIX (hopmax pacrpeaesieHHi.
[epeuncnure HenoctaTku KNN Ha 60ibIInX BEIOOpKAX.

VYkaxkute npuyrHbl 9yBCcTBUTENBHOCTH KNN Kk MacuiTaOy mpu3HaKoB.
[lepeuncnure cnocoos! BeIOOpa ontuMaabHOro k B KNN.

OO6bsacHUTE 3aBUCUMOCTH BpeMeHHU padoThl KNN 0T konndecTBa MprU3HAKOB.
VYkaxkuTe npuMmepsl saep, npuMeHsieMslx B metoze [lap3eHa.

OO0bscHUTE BAMSHIE IIUPUHBI OKHA S7pa Ha KilaccuuKaiuro.

[lepeuncnure Tanbl BEIYUCICHUS S/IE€PHON OLIEHKH IJIOTHOCTH.

YKaXuTe orpaHuYeHHs HerapaMeTPHUUEeCKUX METOJJ0B HA MHOTOMEPHBIX JaHHBIX.
OnuiuTe OCHOBHBIE AIEMEHTHI apXUTEKTypbl CNN.

OObscHUTE HA3HAYEHHE CBEPTOYHBIX (PHIIBTPOB.

VYkaxkuTe oTiMuue CBEPTKU OT KOPPESALIUU.

[lepeuncnure napamerpsl cBEPTKU (kernel size, stride, padding) u ux BnusHue.
VYkaxuTe 331a4M, B KOTOPBIX pooling yaydiaeT KayecTBO KIACCU(PUKAIHH.
OOmpscHuTe paznuuus max pooling u average pooling.

HazoBuTe npuynHb HCIIOIB30BaHUS HEIMHENHBIX (QYHKIUI aKTUBALIH.
[Iepeunciure Hegocratku ReLU.

OObscHNUTE TPUYNHBI BOBHUKHOBEHUS UCUE3AI0IINX TPAJUEHTOB.

VYkaxute HazHaueHue batch normalization.

OO6wbsacHute BiausiHUE dropout Ha 00y4YeHHE CeTH.

[Tepeuncnure otmnuust CNN OT MOJTHOCBS3HBIX CETEM.

VYkaxurte npeumytiectBa CNN B aHanmn3e u300pakeHUi.

OO0BsicHUTE 0cOOEHHOCTH ITOocTpoeHus feature maps.

VYkakuTe Npu4MHbI JAerpajanuu riryookoi cetu 6e3 skip connections.
OOBscHUTE POJTb OCTATOUYHBIX CBs3eil B ResNet.

[lepeuncnure npeumyiectsa depthwise separable convolutions.

Yxkaxute npumeHeHrne MobileNet Ha MOOUIIBLHBIX YCTPOHCTBAX.

O06bscauTe Ha3HaueHue ciaoéB 1x1 B coBpeMeHHBIX CNN.

[lepeuncaure TuNUYHBIE OMMOKH 1TpH 00yueHnH CNN.

VYkaxuTte crmocoOsl yBenrndeHusi Habopa TaHHBIX ¢ TOMOIIIBI0 data augmentation.
OOBsicHUTE pa3HULly MeXTy oOyueHueM “c Hyns” u transfer learning.
VYkaxute npeumyniecTna fine-tuning Ha ManbIx HaOOpax JaHHBIX.
[lepeuncanre ocHOBHbBIE (PYHKIIUH MTOTEPH I KIacCU(PUKALUU U300pakeHUH.
Vkaxure HazHaueHHe softmax Ha mocienaem ciioe CNN.

O06mwscaute cmbica loU npu cerMeHTanuu n300paskeHHUM.

VYkaxure orimnunst ROC-kpusoit ot PR-xpuBoii.

[lepeuncanre ciocoObl OLIEHKU MOJIENTH MPH HecOaTaHCUPOBAHHBIX KJIaccax.
VYkakuTe ypOBHM MHTETpalliy JaHHBIX B cucteMax data fusion.

OOBsicHUTE OTINYMS 0OBEANHEHHS HAa YPOBHE MMHUKCEIEeH U MPU3HAKOB.

[lepeuncnure npeumyIiecTBa 00bEAMHEHHS IPU3HAKOB B MYJIbTUCEHCOPHBIX CHCTEMAX.
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VYkaxkuTte npuMepsl 3aja4, rae npuMensercs fusion Ha ypoBHE pelIeHUH.

OOBsicHUTE Ha3HAUCHHE HEUYETKOM JIOTHKH B Paclio3HaBaHUU 00pa3oB.

[lepeuncnure OTIUYMS HEYETKUX MPaBUII Sugeno OT npaBui MaMaaHu.

VYKakuTe 3Tanbl HOCTPOCHUSI HEUETKOW CHCTEMBbI KIacCU(UKAITUH.

OObscHHUTE TPUMEHEHNE TeHETHUYECKUX AITOPUTMOB B ONTUMHU3AIUU IIPU3HAKOB.

[lepeuncnanre OCHOBHBIE ATAIbl pabOTH FTEHETUYECKOTO allTOPUTMA.

VYkaxkute npumepsl 3a1a4, rae rudpun fuzzy—GA ymydmiaetr KauecTBO KiaccuuKaIim.
OOBscHUTE OrpaHUYEHUS THOPUAHBIX MOJEICH MpH OOJIBIINX PAa3MEPHOCTSIX MPU3HAKOB.
OObsicHUTe BIUSHUE pa3Mepa sipa CBEPTKU HA Ka4eCTBO BbIJICTICHUS PU3HAKOB.

YKaKuTe MOCIEICTBUS CIUIIKOM O0JIBIIOTO stride mpu cBEPTKE.

[Tepeuncnure Tpynnoctu odyderuss CNN nmpu Mmaaom HabOpe TaHHBIX.

Onwumute npuMeHenne data augmentation B MEIUIITHCKUX H300PaKECHHUSAX.

OO0bsicHUTE BIUSHUE YaCTUYHOTO nepekprIiTus 0;10k0B B HOG Ha cTaOUIBHOCTD IECKPUITOPA.
Vkaxute orpannuenust DOG npu BbiJIeJI€HUN CITA00KOHTPACTHBIX KIIFOUEBBIX TOYEK.
[Tepeuuncnure 3Tanbl NOCTPOEHUS MUpaMubl n3o0opaxenuii B SIFT.

OO0BsicHUTE BIUSHUE TOBOPOTA N300paKEHHS HA OPUEHTAIIMIO KITF0YeBbIX Touek SIFT.
YkaxxuTe NpUIUHbI OIIHOKH 1pu MatuuHre npu3HakoB SIFT mexay nzobpaxeHusMu pa3HOTO

. OOBsicHUTE Ha3HAUCHHE ratio-test B COMOCTABICHUH JIECKPUTITOPOB.

. Yxaxute paznuans Mexay supervised u semi-supervised oOyueHuem.

. Ilepeuriciute MpUYMHBI HEIOCTATOYHON 0000IIarOIIEH CTOCOOHOCTH KiTacCu(UKaTOpa.

. OOBsCHHUTE TOCIEACTBHS CIIUIIIKOM OOJIBIIOTO KOJMYECTBA MPU3HAKOB st baliecoBCKUX

MOJIEJIEN.
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VYKakuTe cUrHaibl, 10 KOTOPHIM MOKHO OOHApy>KUTh MYJIbTUKOJUIMHEAPHOCTh MPU3HAKOB.
OOBbscHUTE, B KaKUX 3ajjayax NpeAnoYTUTENIbHO UCTIONb30BaTh LDA.

VYkaxute npeumyiectsa PCA kak MeToza yMEHbIIEHUS Pa3MEPHOCTH.

ITepeuncnure HenoctaTku PCA Ha HEIMHENHBIX JaHHBIX.

OObsicHUTE OTIMYME JTMHEHMHON AUCKPUMUHAIUMHU OT HEJIMHEHHOM.

VYKakuTe OCHOBHBIE TPYAHOCTH KJIACTEPU3ALUH BBICOKOPAa3MEPHBIX JIaHHBIX.
OO0BsicHuTe, MoueMy k-means 10xo paboTaeT npu CI0KHON (HopMe KIacTepoOB.
[Tepeuncnure npenmyiectsa DBSCAN npu Hanuuuu myMoB.

VYkaxute Henocratku DBSCAN mnipu Oosibloli BApHaTUBHOCTH TIOTHOCTEH.
OOBscHUTE BIMSHUE MTapaMeTpa eps Ha KauecTBo kiactepusanun B DBSCAN.
[lepeuncnure cuTyanuu, riae uepapxudeckas Kiiactepusanus npeanoyturensHee k-means.
VYKakuTe NpuYrHbI HEYCTOMUMBOCTH NEPAPXUUECKOM KIaCTEpU3aLlUu.

OO0BsicHUTe BIUSHUE MaciTaba MpU3HAKOB Ha (DOPMUPOBAHHE KIACTEPOB.

VYKaxuTe Npu3HaKU IJI0XO BEIOPAHHOTO KOJIMYECTBA KIACTEPOB.

[Tepeuncnure npeumyiiectsa kernel density estimation npu ClI0XXHBIX pacipeeIeHUsX.
O6mwsacuute 3aBucumocth KDE oT konruecTBa JaHHBIX.

VYkaxuTe poJib A1pa B OL[EHKE TIOTHOCTH MPU3HAKOB.

[Tepeuncnure npobiembl KDE npu oueHs 60JIbIIMX pa3MEPHOCTSIX.

OO0BsicHUTE HA3HAYCHUE HOPMATM3AIIUN JAHHBIX TIepe] KiacTepu3aluei.

VYKaxkuTe paznndus MeKAY KJIacTepu3aluell U rpyIIupOBKON IO MPaBUILy PaCCTOSHHUSL.
[lepeuncnure npuMepsl HechepHUUECKUX KIacTepoB, KOTopbie k-means He crioco0eH

OO0BsicHuTe Ha3HaUYeHUE (PYHKIUU paccTossHUs MaxanaHoOuca mpu KiacCu(UKaIum.
VYkaxure orpaHuueHus] EBKINI0BOM METPUKH B 3a/1a4ax KJIACCHU(PHUKAIMH.
[lepeuncnure cutyanuu, korga Manhattan distance npeanoututensuee Euclidean.
OO6mbsacHuTe 3aBUCUMOCTH uncna coceneil B KNN oT ypoBHS 1Iyma JaHHBIX.
VYkaxute npuzHaku HeonTumanbHoro k B KNN.

[Tepeuncnure npeumymiecta weighted KNN.

. YKa)XXHUTE CI0XKHOCTH NocTpoeHus kd-tree B BBICOKUX Pa3MEpPHOCTSIX.



142. O6bsicauTe BIMsHUE size pooling okHa Ha o6obmaromyto criocooHocts CNN.
143. Vkaxute otnmuus LeNet ot coBpemeHHBIX riryookux CNN.
144. Tlepeuncaute ocooeHHOCTH apxuTeKTyphl VGG.
145. OOBsicHUTE MPEUMYIIECTBA YMEHBILICHHS ITUPUHBI KAaHAJIOB B TTyOOKHUX CIIOSIX.
146. Ykaxute orianuus ResNet ot 06praubIx CNN.
147. Tlepeuncnure KitoueBbie 0coOOeHHOCTH Inception-moayeit.
148. VYKaxuTte NpenuMyIiecTBa UCIoJb30BaHMs CBEPTOK 1x1.
149. O6bscaute 3P PeKT yBenuueHus rIIyOrHbI ceTH 0e3 YBEIUYCHUS YHCia TapaMeTPOB.
150. YkaxxuTe mpu4IMHBI UCIIOJIB30BAHUS II100aIbHOTO cpeHero pooling.
151. Ilepeuncnure npenmyiectsa skip connections B riry00KOM 00yUYCHHH.
152. O6bsicHuTe BIMsiHUE (YHKIIMHM aKTUBAIIMHA Ha CKOPOCTHh OOyYCHHS.
153. Vkaxwure otnnuns Leaky ReLU ot ReLU.
154. Tlepeuncaute cutyamnuu, koraa sigmoid monesnee ReLU.
155. YkaxuTe HeoCTaTOK tanh B rIyOOKUX CETAX.
156. O0bsicHuTe Ha3HaueHHEe softmax Ha BBIXOJHOM CJI0€ KJIacCU(pHUKATOPA.
157. Ilepeuncnure NpUUMHBI PACXO0XKIEHUS TPEHUPOBOUYHBIX U TECTOBBIX OIIUOOK.
158. Ykaxure ocobenHocTu ontumu3anuu Adam mo cpaBHenuro ¢ SGD.
159. O6bsicaute pois learning rate scheduler.
160. YkaxxuTe npuyrHbl HECTAOMIBHOCTH 00yueHus 6e3 batch normalization.
161. Ilepeuncnure npenmyiiecTBa mini-batch o0y4enusi.
162. YkaxuTe BIusiHUE pa3mepa batch Ha kauecTBO rpajueHTa.
163. O6bsicauTe, mouemy dropout yiydmraer 0000IIaroNIy0 ClIOCOOHOCTb.
164. YxaxuTe HegocTaTk dropout B CBEpTOUYHBIX CIIOSIX.
165. Ilepeuncnute 3agaun, B KOTOpbIX CNN mpeBOCXOIAT KIACCUYECKUE METObI IPU3HAKOB.
166. Ykaxute npuunnbl MeaneHHoro ooydenuss CNN Ha 60JbIIMX H300pakeHUSX.
167. OObsicHUTE pa3HUILy MEXITY KiIaccu(DHUKaIe U CerMeHTaIueH.
168. Ykaxure npeumyiectsa U-Net B MEQUITMHCKOW CErMEHTALINN.
169. [lepeuncnure ocobeHHoctu encoder—decoder apXUTEKTYp.
170. O6wsicuute HazHaueHue skip-coeaunenuii B U-Net.
171. YkaxxuTe OCHOBHBIC OTJIMUMSA Semantic U instance segmentation.
172. Ilepeuncnure maru nocTpoeHus kapTel npusHakoB B CNN.
173. Vxaxure Bnusinue zero padding Ha Ka4yecTBO JIOKAJIU3AIIUU OOBEKTOB.
174. Tlepeuncnurte orpaHMYEHHs CBEPTOUHBIX CETEH I pa3HbIX OpUEHTALUIl OOBEKTOB.
175. O6bsicauTe npeumyiectsa Tpanchopmepon Hag CNN B 3amagax kiaccupuKaiim.
176. YkaxuTe oCHOBHBIE oTIMuMs vision transformers ot CNN.
177. lepeuncnute 3agaun, rae data fusion CyIecTBEHHO MOBBIMIAET TOYHOCTb.
178. YkaxuTe ypoBHH 00beAMHEHHs JaHHBIX B multisensor fusion.
179. O6bsicHUTE IpeUMyLIeCTBa 0ObEIUHEHHS IPU3HAKOB U3 Pa3HBIX UICTOYHHUKOB.
180. YkaxxuTe orpaHnyeHus 00beTMHEHNS Ha YPOBHE PELICHUH.
181. IlepeuncauTe criocOOBI OIEHUBAHUS COTIIACOBAHHOCTH JIAHHBIX OT HECKOIBKUX JATUYUKOB.
182. OOBsicHUTE Ha3HAYCHHE HEUETKUX MPABUI TP MPUHATHH PEILICHHUH.
183. YkaxkuTe OTIINYUS HEYETKUX CUCTEM Sugeno oT MaMIaHu.
184. Ilepeuncnure TUIMYHBIE (YHKIIMK TPUHAAJIEKHOCTH B HEYETKOM JIOTHKE.
185. YkaxkuTe 3Tarbl NPOEKTUPOBAHUS HEUETKOMN Ki1accH(PUKAIIMOHHOW CUCTEMBI.
186. OOBsicHuTe poiib Aedaz3uduKanuy B HEUETKHX MOJAETIX.
187. YkaxxuTe orpaHuYeHHs] HEYETKOW JIOTUKU IIPU OOJIBIIOM YHCIIe TPaBUIIL.
188. Ilepeuncnute ciaydau, korga fuzzy logic ymyumaer padory CNN.
189. YkaxuTe reHeTHYECKHUE ONepaTopsl, NpuMeHsemMblie B GA.
190. O6bsicHuTe Ha3HaueHHEe QYHKIMU pucnocobneHHocTy B GA.
191. YkaxkuTe npu3HaKH NpexIeBpeMeHHON cxoaumocTi GA.
192. Tlepeuncnute criocoObl yBeIUYeHUs pasHooOpa3us nomysinu B GA.
193. VkaxuTe nmpeumyIinecTBa ruiOpuaHbix cuctem fuzzy—GA.



194. O6bsicHUTE BAMSHUE pa3Mepa MOIMYJISIMN Ha Ka4eCTBO PEIICHHUS.

195. Vkaxure pazauuusi MEXy OJJTHOTOUECYHBIM U JIBYTOUEUHBIM KPOCCOBEPOM.

196. Ilepeuncnure npumeHennss GA B ONTUMHU3ALMK IPU3HAKOB.

197. Ykaxute npeumyinectsa ucnoib3zoBanust GA mis vacrporiku HOG/SIFT nmapamerpos.

198. O6bsicauTe, koraa GA > dexTuBHEE TPaIMECHTHBIX METOIOB.

199. VkaxkuTe npuuuHbl MeJUIeHHON paboTel GA mpu 000N pa3MepHOCTH.

200. IlepeuncnuTe TPUYIMHBI HECTAOMIBHOCTA THOPUTHBIX MOJICIICH MPH TIJI0X0W HOPMaTU3aluH
MIPU3HAKOB.



